Quantitative or Qualitative: Selecting the Right Methodological Approach for Credible Evidence
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“If the methods we use match the purpose of the evaluation, if we employ these methods ethically with technical competence, and if our decisions and the underlying reasoning are apparent, the evaluation will meet our ultimate goal — to produce credible and actionable evidence. Therefore, we must choose our methods wisely.”

—Sharon F. Rallis (2015, p. 137)
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Introduction

The Cooperative Extension Service (Extension) provides communities with an array of resources, mainly through programs and projects that aim to improve the lives of local citizens (Gavazzi & Gee, 2018). Despite the wealth of knowledge provided to Extension’s clientele (primarily through those working at the county level), a vast majority of the organization’s professional staff have limited formal training as evaluators (Lamm, Israel, & Diehl, 2013). There is no doubt that in any organization, one will be hard-pressed to find individuals with more passion than Extension professionals who aim to generate ideas and mobilize individuals to implement change. However, there is little preparation in aiding Extension staff in the process of program development and evaluation (McClure, Fuhrman, & Morgan, 2012; Rennekamp & Arnold, 2009).

We currently live in an era where reporting and accountability of funds are paramount to sustaining programs that make a difference. Therefore, the process of evaluating programs is the crux of validating program successes that benefit individuals and communities (Mullins et al., 2015). It is important to offer the preparation that helps Extension staff determine which evaluation methods are conducive to gathering and analyzing data to demonstrate the quality and effectiveness of Extension programs. Evaluation is no longer just a worthy goal, but an organization’s responsibility, to serve as a medium to improve communication and the programs themselves (Franz, 2013). It is no longer acceptable to gather a minutia of data just to “check the box.” Moreover, evaluation and the evidence it provides can be the key to maintaining current and securing future funding (Franz, Arnold, & Baughman, 2014; Lamm & Israel, 2013).

Credible Evidence: Research versus Evaluation

Applying the most suitable methods can play a powerful role in program development and evaluation (Creswell, 2003). It is important to understand the needs of what is to be evaluated. However, the key is to use methods appropriately for data collection, analysis, etc. Not only is it critical to be mindful of the need for rigor and credibility, but the distinctions between methods must also be clearly understood. Hessler (1992) described methodology as the “science and art of evaluating the worthiness” of a problem that guides research design decisions (p. 26).

While those with quantitative research backgrounds may objectively gravitate toward survey designs to gather data, qualitative methodologists may prefer using strategies that rely on personal feelings and meanings (or interpretations) to capture the essence of participants’ experiences (Newman & Benz, 1998). At this juncture in science, it is important to acknowledge that one is no less standardized than the other. While quantitative methods have been revered and remain as a gold standard for achieving credible evidence, qualitative approaches should also be seen as an adequate way to assess programs and projects that aim to affect the lived experiences of clientele (Secrest & Sidani, 1995). Therefore, it is imperative to utilize the best methods to achieve the desired goals and results.
While evaluators should be aware of key research concepts, researchers should, in turn, have the wherewithal to package research theory into a form that is understood by consumers and lay audiences (Fink, 2015; Garbarino & Holland, 2009). Clientele are more inclined to use research results that are not scholarly rhetoric but clearly articulate how their issues can be resolved (McDavid & Hawthorn, 2006). While research aims to prove (through testing and further developing) theory, evaluation strives to improve (programs, etc.)—hence, the reason to have a solid understanding of the relational similarities and contrasts between research and evaluation. Many research fundamentals apply to evaluation practices, but the implementation of research and evaluation designs may vary due to the research agenda, evaluation purpose, or intended benefits to subjects/clientele. However, both research and evaluation offer criteria that stress the importance of credibility (and ethics), whether as a researcher or evaluation specialist. Table 1 provides a synopsis describing some differences between evaluation and research.

**Table 1. Differences Between Evaluation and Research**

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Research</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is the purpose?</strong></td>
<td></td>
</tr>
<tr>
<td>• Make value statements about merit or worth</td>
<td>• Add to knowledge in the field</td>
</tr>
<tr>
<td>• Provide information for decision making</td>
<td>• Develop laws and theories</td>
</tr>
<tr>
<td><strong>Who determines the agenda or focus?</strong></td>
<td></td>
</tr>
<tr>
<td>• Stakeholders and evaluator(s) jointly</td>
<td>• Researchers</td>
</tr>
<tr>
<td>• Funding agencies</td>
<td>• Academic institutions</td>
</tr>
<tr>
<td><strong>Is generalizability important?</strong></td>
<td></td>
</tr>
<tr>
<td>• The focus is on the particulars of the program, policy and the context</td>
<td>• Yes, it adds to theory</td>
</tr>
<tr>
<td>• Generalizability is less important</td>
<td>• Contributes to the field</td>
</tr>
<tr>
<td><strong>How are results utilized?</strong></td>
<td></td>
</tr>
<tr>
<td>• Decision making (e.g., about the project’s activities, development of</td>
<td>• Knowledge sharing</td>
</tr>
<tr>
<td>future projects)</td>
<td>• Practice Improvement</td>
</tr>
<tr>
<td><strong>What criteria determine credibility?</strong></td>
<td></td>
</tr>
<tr>
<td>• Accuracy</td>
<td>• Internal validity</td>
</tr>
<tr>
<td>• Utility</td>
<td>• External validity</td>
</tr>
<tr>
<td>• Feasibility</td>
<td>• Generalizability</td>
</tr>
<tr>
<td>• Propriety</td>
<td></td>
</tr>
<tr>
<td>• Accountability</td>
<td></td>
</tr>
</tbody>
</table>

*Note: Adapted from Fitzpatrick, Sanders, and Worthen (2011).*

Gathering adequate and accurate data is critical to the credible evidence of any evaluative procedure. However, with the advocacy of research models stressing approaches such as randomized controlled trials (RCTs), used in many scientific experiments to help minimize bias and increase validity in research, the work of many evaluators who focus primarily on community-based evaluations (and deal with a surplus of social external factors) may be perceived as less rigorous. In other words, those conducting basic research (typically in non-social science areas) may see the applied approach often adopted by evaluators as less scrupulous, when this work may be even more intense due to the social dynamics that can affect evaluation implementation processes.
So, what is credible when it comes to choosing the right evaluation methods? Is credibility a quantitative approach that aligns with RCTs for purposes of examining factors that affect members of separate comparison groups? Is credibility a qualitative approach to apply meaning to the experiences of participants? This article provides insight into how adequate, more appropriate evaluation methods can establish credible and actionable evidence of program impact. The authors confer a means to support Extension professionals, including evaluators and other program developers, to be more explicit in the selection of methods that deliver a usable, more credible Extension program. Despite the differences among evaluation methods, it is imperative to have a solid understanding of and rationale for using a variety of approaches. For instance, although the presentation of some findings can rely deeply on narratives, patterns, and themes (qualitative data), quantitative data may be expressed similarly or in the traditional format that uses numerical concepts (Secrest & Sidani, 1995). The authors will discuss a variety of approaches for conducting program evaluations, including quantitative, qualitative, and a combination of both (mixed methods). Moreover, the totality of possibilities must be considered when determining the most applicable method. It is important to note that the proper method is key, and the evaluator should be familiar with what is most suitable for a specific audience.

**Why Methods Matter**

Why even entertain the importance of evaluation methods? It is indeed at the core of what solidifies the process of collecting credible and actionable evidence. A method is what an evaluator must understand when considering available resources for conducting an evaluation (Greene, 2007). Not only will this set the stage for what can be evaluated within reason, but it also affects how an evaluation process is designed. In addition, one must also consider methods when determining the target audience. For instance, an evaluator must have the skills to determine which method is more appropriate for young children as opposed to gathering data from older teens. This is in line with any stakeholder of a program (Creswell & Creswell, 2018), for stakeholders provide a source for answering pertinent questions which lead to answers and solutions. Specific program outcomes are often a driving force when considering proper methods as well. When in doubt, it is important to revisit the program’s logic model, the purpose of the evaluation, and the evaluation questions. A mismatch of methods and questions will inevitably lead to incomplete and/or inaccurate information that will be viewed as less than credible. Evaluators should keep in mind that the “determination of what is credible is often context-dependent (i.e., varies across programs and stakeholders), and is naturally tied to the evaluation design, implementation, and standards adhered to for data collection, analysis, and interpretation” (Centers for Disease Control and Prevention [CDC], 2011, p. 25).

Utilizing the wrong methods could cause significant limitations on what can be interpreted from the results. Having a keen understanding of research methods allows evaluators and program participants alike, to become more astute consumers of evidence (Gooden & Berry-James, 2018).
This is, in fact, very applicable and a critical part of the decision-making process in regard to Extension program development and management.

Choosing the Proper Evaluation Method

Producing credible and actionable evidence begins not with selecting a preferred method, but with selecting the most appropriate method (Rallis, 2015). The decision to select the best method should be informed by the evaluator’s knowledge and skills, program outcomes, and stakeholder feedback as well as the evaluation’s purpose and questions. In this section, the authors examine the formal evaluation process outlined in Figure 1. Emphasis will be placed on the initial four steps of the process, highlighting their importance in selecting the appropriate method (Step 4).

**Figure 1. The Evaluation Process**

<table>
<thead>
<tr>
<th>Step 1: Engage Stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Engage Stakeholders</td>
</tr>
<tr>
<td>2. Focus the Evaluation</td>
</tr>
<tr>
<td>3. Develop Evaluation</td>
</tr>
<tr>
<td>4. Choose a Method</td>
</tr>
<tr>
<td>5. Gather Credible Evidence</td>
</tr>
<tr>
<td>6. Justify Conclusions</td>
</tr>
<tr>
<td>7. Ensure Use and Share</td>
</tr>
<tr>
<td>Lessons</td>
</tr>
</tbody>
</table>

**Note:** Adapted from the CDC’s *Guide to Developing an Effective Evaluation Plan* (2011, p. 5).

Step 1: Engage Stakeholders

Stakeholders, those who have a vested interest in the program being evaluated (Mertens & Wilson, 2012), can include but are not limited to funding agencies, program participants, project collaborators (e.g., partners), and the community. The extent to which these individuals are involved in the evaluation process dictates the success of the evaluation. For example, it is suggested that a meeting with stakeholders take place before developing the evaluation plan. Doing so provides an opportunity to begin laying the groundwork for the evaluation by determining stakeholder needs and interests, asking questions, and gathering feedback. This initial meeting builds trust, encourages transparency, and ensures that the evaluation gathers
data that will be useful to the stakeholders, thereby increasing the likelihood that the evaluation results will be utilized. Given that it may not be feasible to include all stakeholder groups in the process, special consideration should be given to including those stakeholders that enrich the credibility of an evaluation (Chawla, 2015). Having the stakeholders provide specific guidance on evaluation at this stage of the evaluation process can affect the use of the recommendations, which can ultimately influence funding decisions (Pell Institute, 2019).

**Step 2: Focus the Evaluation**

Another crucial step in selecting an appropriate method is identifying the evaluation purpose. According to Davidson (2005), “choosing the appropriate method hinges on getting the evaluation purpose and questions right” (p. 14). If a logic model for the program does not exist, this is the ideal time to develop one. The activity can be used as a chance to build capacity among stakeholders with the already existing or newly created logic model serving as a road map for the program, thus identifying goals, activities, and expected outcomes. In essence, this formulates the action of determining the reason for evaluating a program. Engaging stakeholders in conversations regarding which components of the program’s logic model should be a focus of the evaluation, determining which stakeholder groups will be participants in the evaluation, and learning how the intended users of the evaluation will use the results are equally important (BetterEvaluation, 2013).

As an evaluator begins thinking more about the evaluation questions and methods, further consideration should be given to the purpose of the evaluation. For example, the goal of the evaluation of a program receiving funding from an external stakeholder may be oversight and compliance or accountability. For oversight and compliance purposes, data illustrating that the program is following the rules and meeting expectations will be needed. If the purpose of the evaluation is accountability, the evaluator should seek to gather data that will demonstrate programmatic impacts. Documenting the program’s accomplishments is just one way to demonstrate its effectiveness to funders. An evaluation might also aim to improve or increase the knowledge base of what constitutes an effective program (i.e., determine what works, why, and in what contexts so that programs may be replicated). Finally, many evaluations focus on program improvement. When this is the purpose of the evaluation, the evaluator should gather data that will enhance the program’s quality through the identification of ways to improve program implementation and effectiveness (Mark, Henry, & Julnes, 2000). Regardless of the purpose of the evaluation, specific goals should be clearly defined before developing evaluation questions. If not, misalignment of the evaluation purpose and corresponding questions may decrease the credibility and usefulness of evidence.
Step 3: Develop Evaluation Questions

Evaluation questions assist in identifying the types of data to be collected, selecting the appropriate data collection methods to be used, and/or finding the appropriate evaluation instrument(s) to be utilized. It is important to formulate questions that, when answered, will highlight the connections between program activities and short-, medium-, and long-term outcomes (Corporation for National & Community Service, 2019). Some sample evaluation questions include:

- To what extent have program activities been implemented? Were planned program activities/outputs completed on schedule?
- What is the program doing well, and what are potential areas for improvement?
- What impact is the program having on participants? What changes in knowledge, skills, attitudes, or behaviors have occurred due to participants’ participation?
- How will program activities, outputs, and outcomes be sustained beyond the funding cycle?

According to the CDC (2011), when developing evaluation questions, it is also important to keep in mind the program’s stage of development as well as the program’s information needs, such as what will be most useful to stakeholders. Other considerations include the feasibility of answering each question and how much time, effort, and resources will be needed to answer the questions effectively and efficiently.

Step 4: Choose a Method

Once stakeholders have been engaged and a purpose and evaluation questions are in place, it is now time to select a method. In selecting a method, an evaluator must carefully consider the resources available, the type of data (i.e., quantitative or qualitative) that will need to be gathered, and how the results will be presented and used. Each method comes with specific advantages and limitations that should be taken into consideration. For example, when gathering data from program participants regarding a sensitive subject, anonymous surveys or one-on-one interviews might be most appropriate. Participants may be more willing to respond openly and honestly as opposed to potentially censoring themselves in a focus group interview. When in doubt, it may help by returning to stakeholders for support to provide additional insight into which method may yield the best results (given their own knowledge of the program and its participants).

According to Rallis (2015):

If the methods we use match the purpose of the evaluation, if we employ these methods ethically with technical competence, and if our decisions and the underlying reasoning
are apparent, the evaluation will meet our ultimate goal—to produce credible and actionable evidence. (p. 137)

That is to say, the journey toward obtaining credible evidence does not end once the stakeholders have been engaged, an evaluation purpose and questions identified, and the appropriate method selected. For this article, the authors have chosen only to focus on the initial steps of the evaluation process. To continue to ensure the data gathered will be viewed as credible, the evaluator must then go forth to find or create a credible instrument or protocol, implement the evaluation with fidelity and integrity (i.e., gather credible evidence), perform the appropriate analyses, and report the findings. Adequately justifying the findings and ensuring the results are used will also add to the credibility and success of the evaluation.

**Types of Methods**

The use of certain methods has been at the core of the debate over credibility for some time. With quantitative methods being seen as the more common among experimental designs that infer to populations (Creswell, 2003), many evaluation approaches are heavily aligned with the expectations adorned by those who hold RCTs as a premier standard. Over the years, a plethora of research and evaluation approaches have emerged, with researchers and evaluators offering philosophical and technical reasons for the most credible methods (Creswell, 2003; Davidson, 2005; Fink, 2015; Newman & Benz, 1998). Creswell (2003) argued that to fully understand the best approach to establishing a research design, general procedures of data collection (methods) should be first and foremost. In today’s society, there is less demand on quantitative over qualitative or vice versa but more foci on how the stronger, thus more credible, research studies rely on efforts lying within a continuum—providing a balance between quantitative and qualitative methods (Newman & Benz, 1998; Rallis, 2015). In essence, it is critical to use the method or methods that can render the most meaningful results.

Quantitative approaches seem to be eagerly utilized, perhaps due to the misconception that surveys are quick and easy to craft. In fact, most evaluations and research methodologists will argue that just because one is using a survey or questionnaire does not make the data credible (Fowler, 2002; Kelley, Clark, Brown, & Sitzia, 2003). There are “assessments of the assessment” that should occur before anyone uses an instrument for data collection. From a conventional pilot testing to more sophisticated statistical modeling, intentional steps should be taken before any instrument is put forth and trusted by unassuming novice evaluators. Hence, there are tried and true ways of determining whether data collection tools have credibility and can promote adequate use for the evaluator and responders providing data (Presser et al., 2004). This is often seen as the responsibility of the evaluator, particularly those serving as Extension evaluation specialists. For example, having a clear understanding of how item response theory (IRT) models can determine the degree to which certain items differ in meaning among respondents is a rudimentary, but handy skill to attain (see Carlson & Davier, 2013). Gaining the
capacity to identify and determine the worth of specific items can help in designing instruments that more adequately measure meaningful constructs.

Both quantitative and qualitative methods can pose valuable questions that result in the creation of credible and actionable evidence. Answers to these questions, whether from clientele or other stakeholders, aid in providing information that is taken as accurate or truth (Donaldson, Christie, & Mark, 2015). Both quantitative and qualitative methods can be used in conducting formative and summative evaluations. Formative evaluations would be the assessment of components through the process (e.g., determining if the time of the program is adequate or if individuals are actively participating), while summative evaluations would focus on the end results (e.g., Did participants experience a change in behavior based on what they learned?). Both methods can also help to provide meaning to evaluations in determining the effectiveness of a program.

**Quantitative Methods**

Quantitative data deal with variables that can be measured with numeric values. They are best used to answer questions such as “How many?”, “What were the outcomes?”, and “How much did it cost?”. Within an Extension context, quantitative data might be used to answer questions such as “How many youth with no familial history of 4-H participation joined 4-H in a given year?” or “What was the net gain in monthly income for limited-resource farmers who used high tunnels?” Quantitative data may involve statistical analyses that range from basic frequencies to more complex group differences, relationships, and causal estimates and projections. Credible evidence, however, does not always require complex statistical analyses, and it may be best to present simplified analyses (e.g., simple counts) that are practical and actionable for those working at the grassroots level. For example, county commissioners might primarily be interested in knowing how many of the county’s residents have participated in a particular program and whether or not they felt the program was beneficial.

Quantitative data are often collected through methods such as surveys or questionnaires (which includes pre- and post-program tests or surveys), reviews of existing documents and databases, or by gathering clinical data.

**Surveys/questionnaires.** One of the most commonly used quantitative data collection methods is surveys or questionnaires. Surveys can be self-administered or administered by someone else and conducted either face-to-face, by mail, by telephone, or online. When using surveys and questionnaires, the reliability (i.e., the extent to which the instrument produces consistent outcomes) and validity (i.e., the extent to which the instrument measures what it is intended to measure) must be taken into account before its use. Pre- and post-surveys and/or tests are examples of survey tools that are used to document changes in knowledge, attitudes, skills, motivations, and behaviors. Typically, program participants take a pre-test or survey, receive the intervention or program, and then are tested or surveyed after the fact. The difference between the pre- and post-measurements represent change attributed to the program or activity.
Variations of the pre-posttest design include posttest only, retrospective pre- and posttest, pre- and posttest with comparison group, pre- and posttest with follow-up, and intermediate testing and posttest (Bennett, 1984). It should be noted, however, that surveys/questionnaires can also contain open-ended responses (e.g., “What did you learn about healthy food choices?”) that can make them qualitative in nature.

**Surveillance data.** The Centers for Disease Control and Prevention defines public health surveillance as “ongoing, systematic collection, analysis, interpretation, and dissemination of data regarding a health-related event for use in public health action to reduce morbidity and mortality and to improve health” (Rolka et al., 2012). Evaluating health surveillance systems ensures the effective and efficient monitoring of public health problems (Teutsch & Churchill, 2000). Because each surveillance system is unique, evaluating them is not an easy process and requires flexibility (Calba et al., 2015). Typically, surveillance information is analyzed by time, place, and person, using tables and graphs to summarize and present data (Nsubuga et al., 2006). Examples of surveillance systems at the local, state, and national levels include vital statistics such as deaths and births, disease reporting including HIV prevalence, and surveys (e.g., Youth Risk Behavior Survey; YBRS). While it is not a typical Extension practice, Extension programs are often centered on public health topics such as chronic disease prevention, obesity, or the opioid epidemic. Therefore, it is worth considering a partnership with other organizations such as health departments to learn about gathering credible and actionable evidence through the use of surveillance systems.

**Record reviews.** There may not always be a need to collect new data to evaluate a program. In this case, document or record reviews can be used. Documents can be internal (e.g., attendance sheets for a workshop on financial management) or external (e.g., government agency report) and allow one to evaluate a program with minimal disruption (National Minority Aids Council, n.d.). Information from documents are useful for gathering background information, determining the success of program implementation, assisting in formulating questions for surveys or focus group protocols, and answering “what” and “how many,” such as the number and types of program participants and program costs. It should be noted that while record reviews can provide numerical data, they can also provide qualitative information as well. Data can be gathered from a variety of sources such as exit reports, meeting minutes, newsletters, and/or marketing materials.

The chosen quantitative method will depend on a variety of factors, such as cost and the amount of time one has to conduct data collection and analysis. In addition, due to Extension’s limited capacity to have dedicated staff to evaluate each individual program in a meaningful and appropriate way, the required resources of the methods used must be considered. Table 2 provides a more detailed comparison of some of these factors.
Table 2. Required Resources, Advantages, and Challenges of Quantitative Methods

<table>
<thead>
<tr>
<th>Method (Required Resources)</th>
<th>Advantages</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| Surveys/Questionnaires (Low) | – Inexpensive to administer  
– Can be used to gather large amounts of data  
– Easy to analyze quantitative data statistically  
– Reliable and valid measures may already exist  
– Pre- and posttests offer better evidence of program effectiveness compared to other methods  
– Posttests with follow up provide valuable information about medium and long-term impacts | – Inability to capture the full story  
– Question wording can bias respondent’s answers  
– Prone to error  
– Tracking and contacting participants for follow-up can be time-consuming  
– For retrospective pre- and posttest designs, may be difficult for participants to remember how they thought/behaved before the program |
| Surveillance data (Moderate-High) | – Greater awareness of potential threats  
– Ability to collect detailed information  
– May be more representative | – Expensive  
– Labor intensive  
– Difficult to sustain over time  
– Possibility of misuse of information |
| Record reviews (Moderate) | – Provides comprehensive and historical information  
– Minimal disruption to program or activity  
– Information is readily available | – Time-consuming  
– Information may be incomplete  
– Data are restricted to what already exists  
– Need to be clear beforehand about what data are being sought |

Note: Adapted from Siebold (2011).

Quantitative approaches, regardless of the instrument used, should measure the depth and breadth of implementation (e.g., the number of people who participated, the number of people who completed the program, attitudinal constructs, knowledge and behavior changes). The strengths of quantitative data for evaluation purposes include their representativeness (if the sample represents the population), the ease of analysis, and their consistency and precision (if collected reliably). However, the limitations of using quantitative data for evaluation can include poor response rates from surveys, difficulty obtaining documents, and difficulties in valid measurement (Driscoll, 2011). In addition, quantitative data do not provide an understanding of the program’s context and may not be robust enough to explain complex issues or interactions (Garbarino & Holland, 2009; Holland & Campbell, 2005).

Presser and colleagues (2004) noted that questionnaire design and statistical modeling are usually perceived as priorities on separate ends of the spectrum. In other words, problems occur when either individuals with questionnaire design expertise do not have adequate knowledge of the appropriate use of statistical analyses or individuals with statistical analysis expertise do not have some understanding or familiarity with survey question/item design. The result of either
situation can be invalid and/or unreliable results. Thus, the case for understanding when to use qualitative methods and when to use quantitative approaches is warranted.

**Qualitative Methods**

In contrast to quantitative methods, qualitative data cannot easily be converted into numbers or used for aggregating data. More specifically, a user of qualitative methods must be adept in forming interpretations to not only provide rich descriptions of complex phenomena but in constructing themes or conceptual frameworks as well as generating hypotheses (Bickman & Reich, 2015; Foley & Timonen, 2014). Qualitative data are helpful for understanding how participants felt about a program, what they experienced, or why a program was useful. This method is best suited for probing open-ended questions such as “What was the value added?”, “Who was responsible?”, and “When did something happen?”. Within an Extension framework, questions such as “How have your dietary habits changed as a result of your participation in the SNAP-Ed (Supplemental Nutrition Assistance Program Education) program?” would be best answered through the use of qualitative methods.

Qualitative data analysis will likely include the identification of themes, coding, clustering similar response data, and reducing data to meaningful and important points, such as in grounded theory-building or other approaches to qualitative analysis (Patton, 2002). Grounded-theory, developed by Glaser and Strauss (1967), is “a systematic method for constructing a theoretical analysis from data, with explicit analytic strategies and implicit guidelines for data collection” (Charmaz & Belgrave, 2012, p. 347). Using a grounded-theory approach creates meaning from data that are coded using categories and subcategories.

The most common qualitative data collection methods include focus groups, observation, interviews, and case studies.

**Focus groups.** Focus groups are comprised of small groups of people (usually 8-12) who share some characteristics or relevant experience and ideally do not know each other (Kreuger & Casey, 2015). Focus group participants discuss ideas and insights in response to open-ended questions from a facilitator. Group dynamics are also used to help generate data through themes.

**Observation.** Marshall and Rossman (1989) define observation as “the systematic description of events, behaviors, and artifacts in the social setting chosen for study” (p. 79). Observations may help explain behaviors as well as social context and meanings because the evaluator sees what is actually happening. Observations can include watching a participant or program, videotaping an intervention, or even recording people who have been asked to “think aloud” while they work (Ericsson, Krampe, & Tesch-Römer, 1993). The types of observations range from the complete observer who is neither seen nor noticed by the participants to the complete participant who is fully engaged with those who are under observation (Creswell & Creswell, 2018).
Interviews. Interviews are useful for complex or sensitive subjects. Conducted at the individual level, they often provide rich data, details, and perspectives from program participants and stakeholders regarding their experiences, behaviors, and opinions. Interviews may be structured and conducted under controlled conditions, or they may be conducted with a loose set of questions asked in an open-ended manner. When gathering demographic data, such as age, interview questions can also be quantitative in nature.

Case study. According to the U.S. General Accounting Office (U.S. GAO, 1987), a case study is a “method for learning about a complex instance, based on a comprehensive understanding of that instance obtained through extensive description and analysis of that instance taken as a whole and in its context” (p. 14). The purpose of a case study is to intently examine a particular unit (person, site, project) as a distinct whole. Case studies can be helpful for understanding how different elements (implementation, context, and other factors) fit together and produce the observed impacts. The U.S. GAO (1987) has identified six types of case studies: illustrative (intended to add realism about a program or policy), exploratory (aimed at generating hypotheses), critical instance (examines a single instance of unique interest), program implementation (investigates operations, often at several sites), program effects (examines causality), and cumulative (brings together findings from many case studies to answer an evaluation question).

Table 3 highlights the advantages, challenges, and required capacity for using these qualitative methods.

Table 3. Required Resources, Advantages, and Challenges of Qualitative Methods

<table>
<thead>
<tr>
<th>Method (Required Resources)</th>
<th>Advantages</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus groups (Moderate)</td>
<td>• Participants define what is important&lt;br&gt; • Opportunity to clarify responses through probes&lt;br&gt; • Less expensive and more efficient than interviews&lt;br&gt; • Provides immediate sharing and syntheses</td>
<td>• Requires skilled facilitators&lt;br&gt; • Lack of confidentiality&lt;br&gt; • May be difficult to analyze&lt;br&gt; • Group members and facilitators can bias responses&lt;br&gt; • Time-consuming to conduct and analyze data</td>
</tr>
<tr>
<td>Observation (High)</td>
<td>• Can adapt to events as they occur&lt;br&gt; • Setting is natural, flexible, and unstructured&lt;br&gt; • Ability for researcher/evaluator to choose participation level (i.e., actively participate vs. passively observe)</td>
<td>• Can be difficult to interpret seen behaviors&lt;br&gt; • Presence of researcher/evaluator may influence behaviors of participants&lt;br&gt; • Difficult to generalize findings to entire population&lt;br&gt; • Not realistic for large groups&lt;br&gt; • Time-consuming to reliably train observers</td>
</tr>
</tbody>
</table>
### Method (Required Resources)

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| Interviews (Moderate-High) | • May be easier to reach specific individuals (e.g., homeless persons, victims of domestic violence)  
• More personalized approach  
• Easier to ask open-ended questions, use probes, and pick up on nonverbal cues  
• Line of questioning can be tailored to the individual | • Can be time-consuming and/or difficult to schedule  
• Requires skilled/trained interviewer(s)  
• May be difficult to analyze and summarize findings |
| Case Study (High) | • Allows for the collection of rich details  
• Helps detect unexpected outcomes  
• Can help produce novel hypotheses for later testing | • Time-consuming to collect, organize and describe  
• Represents depth of information, rather than breadth  
• Data cannot necessarily be generalized to the wider population  
| Notes: Adapted from Siebold (2011). |

Due to the dominance of surveys as a means to gather data, practical interview approaches, documented observations, and valuable focus group discussions often go overlooked as applicable sources of data that can demonstrate high-level impact. In fact, many of these techniques can offer insight that quantitative survey data do not reveal. One of the strengths of qualitative methods is that individuals can provide ideas and stimulate memories with topics cascading as the qualitative discussion occurs (Morgan, 1997). Moreover, these methods (observations, for example) may help explain behaviors as well as social contexts and meanings witnessed by the evaluator as they actually happen (Ericsson et al., 1993). Participants are given a chance to discuss their ideas and insights in response to open-ended questions from the facilitator rather than being limited to the choices on a survey instrument. Indeed, flexibility is a key difference between quantitative and qualitative methods, with qualitative methods allowing for greater spontaneity between the evaluator and program participants (Creswell & Creswell, 2018).

However, despite their advantages, there are limitations to qualitative methods. Data collected through qualitative processes are challenging for inexperienced evaluators to analyze. Not fitting into standard categories, qualitative data collection and analyses are generally time-consuming and costly. The data associated with qualitative methods are also very subjective, thus eliminating the more concrete interpretations that are often afforded through quantitative analyses (Patton, 2002).
Mixed Methods

There are instances, however, when quantitative and qualitative methods are combined to produce a richer and more comprehensive understanding of a program or project’s impact. This technique, known as mixed methods, allows the evaluator to bring quantitative and qualitative approaches together in a study.

Creswell and Plano-Clark (2011) have identified three basic mixed methods approaches in evaluation: convergent parallel design, explanatory sequential design, and exploratory sequential design.

The convergent parallel design is primarily used for validity; that is, determining if the results are similar when using both quantitative and qualitative methods. This design would call for using a survey (quantitative) and a focus group (qualitative) concurrently with similar participants. Results are merged for comparison and then interpreted to explain convergence/divergence.

In the explanatory sequential design, a qualitative method is used to explain “blindside” results from a quantitative method. A survey is followed by a focus group, interviews, or observation to explain or better understand what is happening in the quantitative results.

The exploratory sequential design explores potential patterns with a qualitative method and then verifies the patterns with a quantitative follow-up.

Deciding to use a mixed methods approach is a deliberate design decision. When choosing a mixed methods design approach, evaluators should consider several things, such as the stakeholder needs and wants; resources such as time, skill, and funding; and/or the complexity of the design (Creswell, 2003). Considering stakeholder needs and wants are essential to buy-in and success of the evaluation. The method(s) chosen should be realistic, given one’s timeframe and budget for completion. In addition, more complex designs will require additional resources.

If both the know-how and the resources are available, using a mixed methods approach may be more effective since it allows for triangulation of findings. Triangulation allows one to tap into multiple ways to gather and ultimately analyze data, thus offering more credibility to actionable data (Greene, 2007). Furthermore, by using both quantitative and qualitative methods, the unique strengths of each approach can offset their respective limitations when used alone, thereby also increasing the level of credibility of the resulting data (Creswell & Creswell, 2018).

A mixed methods approach calls not only for the proper selection of various methods, but consideration must also be given to how data collection will occur. An evaluator must understand that whether collecting data sequentially (in phases) or concurrently, a personal choice of implementation could greatly affect the evaluation process (Creswell & Creswell, 2018).
Using mixed methods can offer a level of complexity that may be a challenge for novice evaluators and researchers, but on the other hand, may provide a level of objectivity that offers more quality evaluation results for stakeholders, assuming that steps have been taken to assess the validity and reliability of the data (Creswell, 2003). While it is beyond the scope of this article to provide a detailed description of each of the identified methods of data collection (both quantitative and qualitative), the reader is directed to additional resources such as Creswell and Creswell (2018) and Leavy (2017) for a more comprehensive review of both quantitative and qualitative methods.

Scientific Rigor

Marquart (2017) defines scientific rigor as “the precision of a study in terms of planning data collection, analysis, and reporting” (p. 1). Simply put, rigor means to follow the required techniques and strategies for increasing both credibility (i.e., our trust and confidence in the research findings) and quality. For quantitative methods, validity and reliability are the golden standards of rigor (Coryn, 2007). The use of valid and reliable measures is crucial for both quality and credibility.

While quantitative methods call for the use of reliable and valid measures to create credible evidence, evaluators also aim to design and incorporate methodological strategies to ensure the credibility of the findings obtained from qualitative data. One strategy suggested by Creswell (1998) is to engage with at least one other individual to ensure that alternative interpretations of the data have been considered (Creswell, 1998). Lincoln and Guba (1985) provided several additional strategies for ensuring the credibility of qualitative data. These include:

- Maintaining a meticulous record of all decisions made throughout the process to ensure that data are consistent and transparent;
- Utilizing code-recode procedures as well as interrater reliability of the coding scheme with a Kappa statistic;
- Using more than one method to collect data on the same topic (i.e., triangulation) which allows for testing the consistency of findings obtained through different instruments; and
- Allowing participants the opportunity to respond to first drafts of reports to check for accuracy.

The importance of scientific rigor cannot be overstated and can be achieved with a variety of strategies not limited to the ones listed above (Santasier & Plack, 2007).

Methods and Misused Approaches

Alkin and King (2017) provided interesting insight into the often misunderstood and misused approaches regarding evaluation methods. They argue that an inadequate evaluation can raise
major concerns of validity, which can cause credibility to wane. Alkin and King (2017) also describe a flaw in evaluation methods as similar to the perils associated with medical malpractice, potentially causing harm to those the evaluation intended to aid. Indeed, the methods selected have an influence on any evaluation, for they are the center of determining from whom to gather data and for whom the benefits of the evaluation will be rendered.

It is also important for an evaluator to adhere to certain ethical standards, such as the American Evaluation Association’s (AEA) Guiding Principles for Evaluators (AEA, 2004), to stay clear of the tension that abides when working with stakeholders who are opposed to negative findings. In some cases, evaluators become very engaged in a program and can become biased toward a desire to present the results of the program in a more positive light than actually was the case, ultimately leading to an offering of biased evidence. Hence, the reason it is crucial to have a clear understanding of various methods that can be used to authenticate evaluative approaches for diverse clientele and communities. Having clear knowledge of the various evaluation methods can lead to the selection of methods that are appropriate for providing evidence to communities that the data were collected and analyzed in a way that minimizes bias. Methodological decisions are not about selecting methods that may inherently buy into the decisions of the status quo (Alkin & King, 2017), but using those methods that will produce evaluation results that provide impact beyond individuals and the programs that serve them. A key step in the evaluation process is to provide additional opportunities for evaluators to not only engage users but also to educate them on the specific steps and procedures (Lamm, 2010; Lamm & Israel, 2013). This provides credible evidence for stakeholders and establishes credibility with those who will ultimately decide to use, misuse, or discard the results.

It is important to consider that data are what individuals and communities utilize to understand and ultimately make decisions to enhance the world around them. Moreover, they have a belief that the evidence will work to improve their own lives. In turn, data are important in helping to develop impact statements or success stories that Extension can use to communicate desired results to stakeholders. This lends credence to what Mark (2015) describes as the actionability of evidence. In other words, how relevant the outcomes are to real-life situations is a determining factor for most stakeholders.

Evaluation data are often presented to or read by a wide variety of audiences, many of whom are not trained researchers or evaluators. Different stakeholders will find different types of data more convincing than other types. For example, some individuals find quantitative data (e.g., means, frequencies, distributions) to be the most convincing way to express a project’s impact. Others find qualitative data, such as participants’ stories, more compelling. There are also different interest levels and amounts of time available for stakeholders to consume evaluation information. It usually takes less time and effort to review and interpret quantitative data than qualitative data.
Regardless of the methods used, findings must be communicated in understandable terms to ensure use of the evaluation results and lessons learned. Credible and actionable information is important, but this is often dependent on information being accessible and not overly technical for lay audiences. For instance, providing younger clientele who want to become more aware of resources for teens may be more user-friendly as a 1- or 2-page infographic than as a 20-page document. A busy elected official may also be more willing to read a brief summary that highlights a success story in her or his district than having to sit down for a long presentation to go through dozens of slides. Selecting applicable methods can aid in this endeavor.

No one evaluator’s approach is the same nor will all questions posed to determine credible evidence be answered. Evaluation methods have roles to play and can make different contributions to the program evaluation process (ODAREACYF, 2016). The existing philosophical differences over which evaluation approaches are most suitable remains today. The answer still holds true, especially for Extension: which method is used depends on what we want to know and if the right questions are being asked to get the right information (National Research Council and Institute of Medicine, 2002; Patton, 2002; Secrest & Sidani, 1995). It is not necessary for every program evaluation to include highly technical qualitative, quantitative, or mixed methods. It should be within an evaluator’s purview to be competent in determining which method is befitting of the questions at the inception of a program’s development. Credibility is central in guiding the evaluation process from start to completion. What is most important is that despite the method of inquiry, it is implemented with rigor, consistency, and integrity.

**The Use of Common Evaluation Measures and Methods**

Issues that affect the process of evaluation include the methods used in data collection as well as the skill level of the designated evaluator who is responsible for gathering such data. In most situations, this responsibility falls on the individual who is delivering the program directly to the designated clientele. In Extension, that individual is usually a county-level Extension educator, sometimes called a county Extension agent. For all practical purposes, this individual is at the grassroots level, providing educational programs that enable clientele to improve their lives and/or their communities. The county Extension educator is often awarded the pleasure of witnessing the action unfolding to improve the lives of agricultural producers, children, youth, and families, and the communities in which they live. However, none of these outcomes would be apparent if the methods an evaluator chooses to gather feedback, measure impact, and share the results are inappropriate or substandard.

When considering a state’s entire Extension organization and viewing the roles of everyone from the campus-level administrators and state specialists to county-level educators, those individuals who have direct contact with clientele with their programs at the county or parish level are usually the most relevant team members to gather credible evidence that supports Extension’s
impact on communities. However, county Extension educators often lack the capacity or confidence to carry out a thorough evaluative process that will render the desired results (Lamm & Israel, 2013). The vast majority of county Extension educators are hired for their passion, creativity, and capability for developing and implementing programs. A by-product of the skill sets of these educators is their ability to build relationships with clientele and stakeholders due to their living in the same communities where they work. After establishing Extension’s credibility based on the positive connections/networks formed, many county/parish-level Extension educators are preoccupied with coming up with and delivering the next new program idea. This effort is usually the highest priority for Extension educators and often results in the development and implementation of an evaluation plan for that program, or other previously delivered programs, becoming a lower priority or not even considered at all (Rennekamp & Arnold, 2009).

To increase the implementation of rigorous and influential program evaluations, involve more individuals than just the local Extension educators who are delivering the programs and who often do not have the training or time to adequately develop and conduct the types of evaluations that produce credible and actionable evidence of the programs’ outcomes (Torock, 2009). Several states are doing this by engaging state Extension specialists to assist county Extension educators with their evaluation efforts. This includes taking an approach that employs common measures. Common measures are systematic evaluation tools aimed to assess the same or similar outcomes (see 4H.org, 2019; University of Minnesota, 2019; Weidner, 2017). The process of developing common measures usually begins with state-level Extension specialists working with county Extension educators to identify common issues across the state. Those common issues are then addressed by programs developed jointly by the county educators and the state specialists as well as state subject matter program leaders at times. As the county educators are charged with implementing the newly-developed programs at the local level, the state specialists are responsible for developing an evaluation instrument that is appropriate for measuring program impacts for each specific statewide program. These instruments can incorporate quantitative items commonly used in typical surveys or qualitative items (e.g., open-ended questions) to more thoroughly explore the experiences of clientele resulting from participation in the Extension program. These common measures evaluation instruments can be made easily accessible (e.g., via email, posted on a website) to any county Extension educator conducting a specific program. The evaluation instruments can then be downloaded by the county Extension educator whenever needed.

After program evaluation data have been collected using the common measures evaluation instruments, the county Extension educators can either send the evaluation results, summarized or raw, to the designated data collection person in the organization, or as some states have done, enter the data directly into an online portal created specifically to collect the evaluation data for each specific program. The data portal is often managed by Extension administrators in charge of accountability reports (e.g., state stakeholder accountability and reporting documents, the National Institute of Food & Agriculture (NIFA) Federal Plan of Work & Report of
Accomplishment reports). Once the county-level data have been entered, not only is there aggregated state-level data that can be used in multiple ways, but the information can also be sorted by county, giving the county educators a concise summary of the results based on the program that was implemented locally. In addition, one can compare results across county programs, if needed. This allows the county and state staff to both have an integral part in assessing the level of program impact. While state-level staff (e.g., subject matter specialists) have an opportunity to lend their expertise in designing and aiding in the implementation of collecting critical data, county agents/educators develop more self-assurance in knowing that they have adequately conducted a program that adds meaning to the lives of those they serve. In turn, evaluation is more readily adopted as a vital component of the program development process.

**An Example from Extension Evaluation Practice**

All states have some means to gather Extension reports from county staff, state-level specialists, and/or faculty. However, in many cases, the data that are entered into these online portals are not reliable pieces of information, being “guesstimates” at best. In response to the need for consistency and validity, several states have taken significant steps to create reporting systems that provide access to credible data. Kansas State University Extension, for example, contracted with the University’s Office of Educational Innovation and Evaluation (OEIE) to create the Program Evaluation and Reporting System (PEARS) to help streamline data collection, evaluation, and reporting of evidence-based Extension and Supplemental Nutrition Assistance Program Education (SNAP-Ed) interventions. Evaluation data are entered in and pulled from PEARS in real time, fostering data-based decision-making related to program progress, implementation, and impact.

The PEARS Team at Kansas State University provides a product that strives for meaningful results. For example, *The SNAP-Ed Evaluation Framework* (U.S. Department of Agriculture Food and Nutrition Service [USDAFNS], 2016) contains 51 indicators and several hundred metrics with which the success of SNAP-Ed programming can be evaluated. PEARS modules have been developed in alignment with many of these indicators/metrics, allowing SNAP-Ed users to report programmatic impacts consistently and uniformly.

In addition, the USDAFNS requires each SNAP-Ed state to complete the Education and Administrative Reporting System (EARS) report annually (USDAFNS, 2017). While these reports have traditionally been compiled using numerous Excel spreadsheets within and across counties, users can now gain easy access to generate the report.

Many of the indicators/metrics from EARS have also proven to be excellent performance indicators for Extension programs, and the PEARS Team hopes to work with NIFA in the future to ensure the system continues gathering data that are aligned with Extension’s federal reporting requirements. In the meantime, PEARS provides a means for the Extension organization and
Extension nutrition educators to accurately evaluate and report on program impacts; make program improvements; and assess progress toward affecting policy, system, and environmental changes. These data currently help 28 states better understand what works, in what conditions, and why. This is ultimately helping them better allocate time and funding to maximize their impact, meet the needs of their communities, and build on their successes. As such, the PEARs Team has developed a system that places a particular emphasis on utility in improving Extension programs, policies, and accountability.

Taking such system-wide approaches benefits Extension in providing credible evidence. The use of these approaches allows the implementation of evaluation methods with a higher level of fidelity and credibility than would occur if a statewide program was administered with all counties determining their own way to gather data. In other words, methods processes, like common measures and the creation of more robust reporting systems, will help states identify a common core set of outcomes and indicators that will be useful in addressing critical issues facing Extension clientele and communities. Taking a systematic, consistent approach to developing and using common measures can also help state-level specialists work with county-level staff to more intently address needs that are unique to their communities and clientele. Not only does this approach provide a process for credible assessment, but it also offers the state Extension system a database for compiling reports that are action-oriented and ready for distribution at the request of stakeholders.

Summary

Today’s program evaluators must discern, from many angles, ways to be proactive in addressing individual and community needs and documenting the impacts and quality of the programs designed to address those needs. Even more, a paradigm shift must be implemented to ensure that one’s lived experiences serve the same level of credibility as an equation that statistically predicts future occurrences. Although it is crucial to respect the fact that many stakeholders find credibility in numbers and percentages as a means to tell the true story, evaluators and evaluation stakeholders must embrace the fact that qualitative data should be given the same level of value and credibility as quantitative data.

Such a change in thinking when considering the credibility of evaluation data offers a reason to be versatile in analyzing and reporting data through multiple methods that speak to the expectations and needs of various audiences. Evaluation methods should never be underestimated in the quest to provide credible and actionable evidence. Method choice should certainly be contextual (Greene, 2007), but any framework viewed as an easy fix should be viewed with great caution. The merit of experimental or non-experimental approaches has and will continue to be used to assess the level of program effectiveness. To achieve this, the target audience (individuals, groups, communities) must be adequately considered.
This article provides a discussion on the purpose and need for the use of appropriate evaluation methods. Now is the time for Extension systems across the country to investigate what evaluation methods work for their needs and to determine which methods produce the most credible evidence for specific target audiences. Extension, throughout its history, has embraced new and innovative research-based concepts which have served both the land-grant universities and Extension’s clientele and communities through outreach and engagement efforts. It is equally important to embrace the concept of identifying and applying appropriate evaluation methods that would benefit the organization’s ability to collect and report credible and actionable evidence of Extension program impacts and quality that would increase Extension’s public value among clientele and stakeholders.
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